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CLIP





Applications of CLIP



Zero-shot transfer of CLIP to ImageNet



You can also ask about object attributes

ACL 2022 Song et al. “CLIP Models are Few-shot Learners: Empirical Studies on VQA and Visual Entailment”



What if there are two objects?

Prompt: “The color of the eggplant is []”



Zero-shot transfer of CLIP to color recognition





Zero-shot transfer of CLIP to color recognition









Zero-shot transfer to part-whole recognition





How can we mitigate the CAB?








